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The present study examined the solution quality and information processing patterns
of experts, novices, and “trained novices” as they solved a series of six complex
retirement investment problems. The goal of the investigation was to better under
stand how prior problem solving experience and knowledge of the task influenced
individuals’ cognitive efforts. As expected, expert financial planners produced higher
quality solutions than did novices. However, trained novices (individuals who at
tended a six hour educational intervention) were found to produce solutions that were
twice as good as those generated by experts. A variety of analyses were conducted
that focused on both the types of information individuals selected to solve the prob
lems, and the efficiency with which they processed task information, in an effort to
explain group differences in solution quality. Findings are discussed in tenns of the
potential benefits of offering cognitively engineered educational training programs in
order to improve task-specific problem solving competency.
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Decision

Research on expertise has witnessed a phenomenal growth in the past three decades
(Ericsson & Smith, 1991; Sternberg, 1995). Early empirical examinations of expertise
focused on the information search heuristics exhibited by experts and novices as they
solved novel, well-structured problems (Chase & Simon, 1973; Chi et al., 1981; Gick
& Holyoak, 1980). More recent research efforts, however, have employed complex,
real-world tasks in an effort to better understand the relationship between knowledge
and problem solving performance (Hegarty, 1991; Hershey & Farrell, 1999; Hershey
et al., 1996; Lesgold & Lajoie, 1991; Voss et al., 1991; Walsh & Hershey, 1993). In
fact, some researchers (Holyoak, 1991; Stemberg, 1995) have suggested that these two
separate lines of work constitute different “generations” of research on expertise, each
with its own goals, methods, and models.

The latter generation of research has provided us with numerous well-established
findings regarding information processing differences between experts and novices.
According to Glaser & Chi (1988), relative to novices, experts: (1) excel mainly in
their own domain, (2) perceive large meaningful patterns in their domain, (3) solve
problems quickly, (4) exhibit superior short-term and long-term memory, (5) see the
deep structure in a problem, (6) spend time conducting a qualitative analysis of a
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problem, and (7) have strong self-monitoring skills. However, the expertise literature
is riddled with enipirical inconsistencies and theoretical anomalies to the point that
exceptions could be identified for each of the above generalizations (Holyoak, 1991).

Despite a burgeoning literature on expert/novice differences, relatively little atten
tion has been paid to ways in which individuals can be trained to display expert-like
performance. As Glaser (1989) points out, “How knowledge becomes organized and
how the processes that accompany it develop with learning and experience are funda
mental questions” (p. 271). Whereas it has often been suggested that it takes a mini
mum of ten years to develop expert problem solving abilities (see Ericsson & Crutcher,
1990 for a review), others have recognized the potential for enhancing, systematizing,
or short-cutting learning experiences in ways that could lead to high levels of problem
solving competence (Glaser, 1989).

The goal of the present article was to examine some of the factors that might
facilitate the development of expert-like performance. The present research examines
the effectiveness of training designed around a task analysis of a complex retirement
investment task to improve problem solving performance. The task analysis, described
later and shown graphically in Figures 1—3, was used: (a) to construct a six-hour
training program focused on the core conceptual content of the problem, and (b)
provide simulated experience in producing solutions to the problems. The effects of
this training on the performance of novice problem solvers was assessed by examining
both the quality of their solutions and their information processing patterns as com
pared with untrained novices and expert financial planners. Next, we outline the ratio
nale behind the design of our research.

Two factors that are central to the development of expertise in solving problems
are: (a) the acquisition of knowledge of the domain and (b) actual “production experi
ence” at solving domain-specific problems. In many “hands-on” problem solving do
mains such as auto mechanics and plumbing these two factors generally accompany
one another. That is, by working on cars and solving automotive problems you learn
important lessons about how cars function and how they should be fixed. In other
problem solving domains, however, such as legal adjudication, financial planning, and
medical diagnosis, individuals are likely to follow a lengthy educational training pro
gram before facing their first real-world problem. The goal of this prolonged training
period is to establish a strong knowledge network in order to ensure that the individual
is equipped to deal with problems he or she may encounter. Hershey et al. (1990) have
suggested that problem solving scripts develop through repetitive exposure to specific
types of problems. Scripts are said to develop as the procedural steps in the problem
solving process become ordered into a computationally efficient subroutine (Hershey
et al., 1991). This script formation process is conceptually similar to the knowledge
compilation process described by Anderson (1983).

From a training perspective there are weaknesses associated with the “prolonged
education” approach described earlier. In domains such. as law, finance, and medical
diagnosis, a complex knowledge base is acquired over a course of years as the indi
vidual reads texts and journals and interacts with teachers and peers. This form of
education leads to the piece-meal acquisition of numerous “mini-lessons” about the
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domain; however, these lessons are encountered and learned in an unsystematic fash
ion. This non-systematic experience acquired in training and work environments can
result in gaps or “missing links” in the individual’s mental representation of the do
main. These missing links can have an adverse affect on the quality of the individual’s
scripts, and ultimately, a negative impact on the quality of one’s solutions.

An alternative approach to training would involve providing the individual with a
clear, coherent, well-designed representation of a task at the outset of training in order
to establish a strong, veridical mental model. By introducing the individual to a con
ceptual model of the task, he or she will learn which pieces of information are impor
tant to consider while solving the problem, and the way in which those informational
elements are functionally related. Norman (1983) describes a conceptual model as a
high-quality, veridical model of the problem space, as would be defined by a group of
experts in a given field. We believe that the level of understanding provided by this
conceptual model training approach will provide problem solvers with a strong foun
dation from which to forge well thought-out solutions.

A research paradigm used in previous studies (Hershey et al., 1990; Walsh &
Hershey, 1993; Hershey et aL, 1998) challenges subjects to solve one or more hypo
thetical retirement financial planning problems. Retirement planning is one area in
which complex problems provide cognitive challenges to large segments of the popu
lation (Gregg, 1992; Hershey, 1995). Financial planning problems are interesting for
cognitive investigations for many reasons: knowing which variables to consider in
solving a financial problem is just as important as knowing how to use those variables
to reach a solution. Furthermore, there are many variables relevant to solving financial
planning problems and those variables interact with one another in a dynamic fashion,
requiring multiple issues to be considered in combination. Thus, the comprehensive
and veridical nature of a problem solvers’ domain-specific mental model (Gentner &
Stevens, 1983) is a very important element in determining the quality of one’s solu
tions.

In the retirement planning studies cited earlier we used a two-phase experimental
procedure. In the first phase subjects specify the information they would need to solve
a retirement planning problem, and in the second phase, they solve the problem using
specific values for the information requested during phase one. Our primary interest is
in how subjects use information to solve problems, and how their information use
determines the quality of their solutions. We derive many of our dependent measures
of information use from problem solving process maps (PSPM5) of a subject’s perfor
mance. These process maps are graphic representations of the sequence in which
subjects consider information while solving a problem.

This methodology has been useful in identifying information processing differences
between expert and novice financial planners. Hershey et a]. (1990) found that experts
used information in a more goal directed and efficient manner than novices. Relative
to novices, experts knew what information to use to solve a problem before they
began, and they used fewer but more informative variables. The performance of nov
ices, in contrast, suggested that they lacked a well-defined mental model of the do
main. Relative to experts, they lacked knowledge of what information they would need
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to solve the problem at the outset, and they used more but less informative variables to
reach solutions. In addition, the novices took longer to solve the problems and they
reconsidered the same information in many recursions.

The present study follows from our earlier work on expert/novice differences in
complex problem solving. The goal is to examine the extent to which the conceptual
model training program described earlier can improve retirement planning perfor
mance. Most studies of expertise fail to account for performance at intermediate levels
of problem solving competence, focusing only on the performance of experts and
novices. As in previous studies, we again plan to examine the performance patterns of
experts and novices as they solve a series of complex retirement planning problems.
However, a novel contribution to the complex problem solving literature will involve
the addition of a “trained novices” group to the study (hereafter referred to as trainees),
who are novices trained to understand the conceptual model of the task and given
some simulated experience in solving actual problems, prior to solving problems on
their own. These trainees will be unique in that they will possess a great deal of
knowledge about the task without the benefit of prior task-specific problem solving
experiences.

Participants in all three groups (novices, trainees, and experts) will solve a series of
six retirement investment problems. By contrasting the initial performance levels of
the three groups we hope to gain a better understanding of how knowledge of the task
affects problem solving performance. By examining changes in the performance of the
three groups over trials, we hope to gain a better understanding of how experience
affects complex problem solving performance.

The research reported in this article addresses a number of questions raised, but not
answered, in our earlier work. We wondered if the differences we found between
experts and novices solving a single retiiement planning problem would remain stable
when they solved a series of similar problems. Our hypothesis was that the disorga
nized search patterns of novices would show increased goal directedness and effi
ciency across trials as their mental model of the problem evolved with experience. In
contrast, we predicted that experts’ information use patterns would remain relatively
stable, indicating their solutions were determined by a highly refined mental model.

The second question addressed in this research was how training in the conceptual
structure of the task would affect both the solution quality and information use patterns
of the trainees. We predicted that trainees would have a good mental model of the
problem but lack a clear set of rules for reaching a solution. Thus, we predicted they
would use important variables to reach a solution for their first problem, but we
expected that their early solutions would be inefficient as compared to those of ex
perts.
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METHOD

Task Analysis

Conceptual Model of the Task. The object of the 401k task is to determine whether
a hypothetical investor should invest money in a 401k retirement plan. 401k plans are
voluntary retirement savings accounts offered by an increasingly large number of
companies. In the present study, subjects were required to solve a series of six 401k
investment problems.

Hershey et al. (1990) identified three higher-order conceptual issues that should be
addressed when solving this type of individual retirement investment problem: (a)
whether the individual has a need for additional savings during retirement, (b) whether
there are surplus funds available for investment purposes, and (c) whether the charac
teristics of the account are suitable, given the needs of the investor. These three issues
comprise the major dimensions of the 401k problem space. The complete conceptual
model of the 401k task included 73 different pieces of informatkn relevant to generat
ing an accurate solution.

It is important to understand that each of the six 401k investments have “correct
answers” when specific values are specified for each of the 73 relevant variables. In
order to anive at a correct answer for each of the six problems some definitive values
must be assumed for future values of variables that cannot be fully predicted, such as
inflation rates, investment returns, and personal life expectancies. Specific values for
all such variables were specified for each of the 73 variables in each of the six data
sets developed for this research. Using these specified values, and the logic of the task
analysis, a single correct investment amount could be obtained for each hypothetical
scenario.

• Information related to the issue of determining the hypothetical individual’s retire
ment need are represented in Figure 1. On a conceptual level, retirement need is
determined by balancing projected retirement expenses against anticipated retirement
income from various sources (e.g., social security, pensions, and personal savings).
Retirement expenses are mediated by the expected rate of inflation during the retire
ment period and the individual’s anticipated longevity. Furthermore, under certain
conditions, retirement income may be reduced by federal and state taxes. Figure 1 is
organized hierarchically with the most critical piece of information, the total retire
ment need, on the left, and lower level variables on the tight. The model is arranged in
such a way that lower level information can be arithmetically combined to calculate
the values of the higher level nodes.

Variables related to determining the affordability of an investment are represented
hierarchically in Figure 2. Again, the most critical node in the hierarchy (affordability
of the investment) is on the left, and lower level information is represented on the
right. The dominant branch in this hierarchy involves determining the individual’s
surplus income (i.e., current net income less expenses). Other factors that come into
play in determining the affordability of an investment are the investor’s capital assets
and the tax savings that are realized by contributing to a 401k plan.
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FIGURE 3

Variables related to the issue of determining the suitability of an investment in a 401k plan. Abbreviations (In parentheses)
are used in the information use density plots (Figs. 6,7, & 8).
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Information related to the third major issue, the characteristics of the investment
vehicle, are represented in Figure 3. In making long-term retirement savings decisions,
factors such as the rate of return on investments, the amount of matching contributions
made by the employer, the ceiling on amounts deposited to the plan, and the number of
years during which investments can be made must all be considered if the correct,
deterministic solution to a specific scenario is to be.achieved. Other pertinent account-
related factors include the severity of penalties for early withdrawal, age-related poli
cies governing withdrawals, and the manner in which interest is compounded.

Validation of the Model. In an effort to validate the investment model described
earlier, three tax and financial planning specialists were hired as consultants to review
the complete set of experimental materials. These experts were recruited from a group
of financial planners working in the tax planning department of a large international
accounting firm. It was from this same work group of financial planners that our
sample of expert participants were drawn. In the first step of the validation process
consultants reviewed the conceptual model of the problem in an effort to identify any
conceptual flaws. All three consultants found the three major issues depicted in the
model to be reasonable, well-organized representations of the 401k problem. Further
more, the consultants judged the model sufficiently comprehensive to determine ideal
investment values for each of the six sets of parameters we developed for the hypo
thetical investors.

In the second step of the validation process the consultants computed “correct” or
“optimal” investment decisions from the full sets of 73 parameters for each of the six
hypothetical investment scenarios. To facilitate their analysis of each scenario, all of
the 73 values were presented on three large poster boards, one board devoted to each
of the three conceptual issues shown in Figures 1—3. All three of the consultants
provided identical solutions to five of the six problems. (An important factor leading
to this high level of agreement among the three consultants was that precise values for
each variable and scenario were specified that might otherwise have been estimated
differently by different consultants. Examples of such variables were future inflation
rates, investment returns, and life expectancy rates.) The obtained values for the five
agreed upon problems were used as the optimal investment amounts. Two of the three
consultants agreed upon an investment amount for the sixth problem, and this mutually
agreed-upon value was used as the optimal investment. This validation procedure
provided support not only for the conceptual organization of the investment model, but
more importantly, it provided a criterion value against which the subject-generated
solutions could be scored. Additional details regarding this validation process can be
found in Hershey (1990).

Participants

Participants were recruited from two sources: The novices and trainees were se
lected from among undergraduate students attending a large metropolitan university,
the experts were recruited from financial planners working at a large international
accounting firm. Novices were fourteen individuals (7 males; 7 females) with a mean
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age of 19.0 years; SD = 0.88. At the time of testing they had completed a mean of 13
years of formal education. Trainees were 15 individuals (8 males; 7 females) selected
from the same university population with a mean age of 18.2 years; SD = 0.80. At the
time of testing they too had completed a mean of 13 years of formal education.

While a few of the student participants had taken an introductory course in econom
ics, none had any specific training or experience in personal financial planning. In this
sense, these participants could better be described as “naive,” rather than “novices,”
since problem solving researchers often use the latter term to describe people knowl
edgeable about a problem but lacking extensive practice and skill in its solution (Chi et
al., 1988). The students who served as novices and trainees in this experiment lacked
both knowledge and experience in solving financial investment problems prior to their
involvement in this study.

Expert subjects (mean age 29.2 years; SD = 4.56) were sixteen experienced finan
cial planners (ii males; 5 females) who were employed in the tax planning department
at a large international accounting firm. All but one individual held a college degree in
business, accounting, or economics. As many of the experts were certified public
accountants or certified financial planners, they would have also received substantive
in-service training during their tenure in the field. These sixteen subjects were the
most knowledgeable individuals from among a group of twenty-seven professional
financial planners who were tested as part of a larger research project. Their knowl
edge of financial planning was assessed using a comprehensive measure of financial
knowledge (described in detail later).

All subjects voluntary participated in the study. Novices received ten dollars per
hour for their participation. Trainees also received ten dollars per hour for the problem
solving session, and seven dollars per hour for attending two three-hour training ses
sions. Experts received a flat fee of thirty dollars for their participation. Attrition was
low—only one subject in the training group failed to complete both training sessions,
thereby making himself ineligible for the test phase of the project.

Design

A 3 (groups) x 6 (trials) mixed between-within factorial design was employed. The
three levels of the grouping factor were novice, trainee, and expert. The six levels of
the trials factor were the six investment problems each subject solved. A partial in
complete counterbalancing technique with random start was employed (Shaughnessy
& Zechmeister, 1985) to determine the order of presentation of the problems. Five of
six problems were counterbalanced across the first five trials. The sixth problem was
held constant for purposes of comparison across groups.

Educational Intervention

Members of the training group attended two three-hour training sessions designed
to provide them with a basic understanding of financial planning for retirement and
specific training in solving the 401k problems used in this research. During these
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sessions, Ss were introduced to the conceptual model of the 401k problem and shown
two complete hypothetical instances of how task information could be combined to
determine whether a retirement investment should be made.

Materials

Scenarios. Six different hypothetical scenarios were created which were designed to
represent a range of plausible retirement planning situations. Personal and situational
characteristics of the hypothetical investor were varied across scenarios (e.g., age,
marital status, whether the person owned or rented housing, and whether or not they
had children). Furthermore, the problems were designed to vaiy in (a) the extent to
which there was a need for additional money in retirement, and (b) the affordability of
a contribution to a 401k plan. Differing values on these two dimensions limited the
amount of the contribution that could (or should) be made on behalf of the hypotheti
cal investor.

Information Cards and Display Apparatus. Based on the task analysis of the 401k
problem, 73 variables (shown in Figures 1, 2, and 3) were created for each of the six
hypothetical cases. The variable name and the value for each of the parameters were
printed on 4 x 6 index cards. The variable name was also printed on the reverse side of
each card (the rationale for this is described in the procedure section later). Because it
was anticipated that some Ss would request numerous parameters, a large information
board was used that was designed to hold as many as 48 cards. The information board
approach used in this study is identical to the procedure used in Hershey et al. (1990).

It should be noted that important differences exist in the informational content of
variables shown on the left and right sides of Figures 1—3. Variables on the far right of
each figure represent “raw data” parameters for each of the six hypothetical scenarios,
such as Current Age, Expenses, Tax rates, etc. (see Figure 1). Variables to the left
represent aggregations of this raw data into higher level values such as Retirement
Life-Time Income, Retirement Life-Time Expenses, and Projected Unmet Retirement
Need (see Figure 1). These left most variables can be thought of as the output of
calculations and aggregations that experts solving real world problems might obtain
either with the assistance of financial calculators or computer support. We computed
these values, for each scenario, using computer assistance. These high-level, computed
variables were available to all subjects, but only upon their specific request.

Procedure

All subjects were tested on an individual basis. Prior to testing, participants were
told that they would be asked to solve six retirement investment problems, and they
were given a brief, general description of a 401k savings plan. Participants were asked
to imagine that they were serving as financial consultants for the six hypothetical
individuals, and it was their job to recommend whether each individual should contrib
ute funds to a 401k plan.

The experimental task was conducted in two phases. During the first phase of each
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trial, subjects were asked to identify the specific pieces of information they would
need to make a sound investment decision. During the second phase of the task,
subjects were provided with index cards containing the information they had requested,
and then asked to determine how much money (if any) the hypothetical investor
should contribute to the plan in the upcoming year.

The cards the subjects requested were placed on the information board with only
the name of the variable showing. The parameter for the variable was printed on the
back of the card. Subjects were allowed to remove only one card from the board at a
time, and the card had to be returned to the board (with only the variable name
showing) before subsequent cards were viewed. During the information search phase
of the task, subjects could look at any or all of the cards they had requested, and they
could look at individual cards as often as they wished. If more information was
requested during the information search phase of the task, additional cards were pro
vided. Virtually all of the subjects’ requests for information were anticipated based on
the thorough prior task analysis of the problem. A pencil, paper, and a simple calcula
tor were placed on the table and subjects were told that they could make notes or use
the calculator as needed. Each of the six problems were solved using the same two-
stage procedure—requesting information during phase one, and using that information
to make an investment decision in phase two. At no time during the test session were
subjects given feedback regarding the quality of the solutions they generated.

After the final problem was solved, subjects completed a questionnaire that as
sessed self-perceptions of task performance, and measured their knowledge of finan
cial and retirement planning issues. The later measure served as an objective index of
domain-specific knowledge. Once subjects had completed the questionnaire they were
debriefed and paid for their participation.

Knowledge Assessment

A 32 item financial knowledge and retirement planning test adapted from Hershey
et al. (1990) was administered in order to assess group differences in domain-specific
knowledge. The test focused on three different sets of issues: (a) knowledge of general
financial trends, (b) knowledge of 401k accounts, and (c) knowledge of issues related
to financial planning for retirement. The psychometric properties of the scale were
evaluated using an extended sample of 87 individuals who were participants in a larger
study of complex problem solving.’ Alpha coefficients were .75 .for the full scale, .72
for the financial knowledge subscale, .62 for the account knowledge subscale, and .59
for the retirement knowledge subscale—all of which are of suitable magnitude for a
research instrument of this type (Nunally, 1978). The mean corrected item-total corre
lation for the full-scale measure was .32. Finally, a factor analysis provided empirical
support for the three conceptual knowledge categories engineered into the test. The
above analyses indicated that the psychometric properties of the test were sound and in
line with the conceptually driven structure of the measure. These findings serve to
pave the way for an examination of group differences in domain-specific knowledge.

It is important to empirically demonstrate that the three groups differ in terms of
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their knowledge of the task before examining between-group differences in problem
solving performance. Planned comparisons of the knowledge test scores between
pairwise combinations of groups revealed that experts’ scores CM = 74%) were signifi
cantly higher than the scores of trainees (M = 66%) and novices (M = 39%), t (26) =

2.69, p < .05, and t (28) = 12.75, p < .01, respectively. Furthermore, the 27 percent
disparity in the scores of trainees and novices was significantly different, t (26) = 8.14,
p < .01, a finding that provides empirical support for the efficacy of the training
program.

RESULTS

The results are presented in three parts. In the first section group differences in the
quality of subjects’ investment decisions are reported. Section two focuses on group
differences in the selection of task information. The third section focuses on group
differences in how subjects processed task information.

FIGURE 4

Mean decision quality values (in dollars) for the three groups with standard error bars shown.
These values are six problem averages of the absolute value of the deviation from the optimal
solution. Lower values indicate more accurate solutions. The quality of the trainees’ decisions
were twice as good as those made by experts’, and ten times better than those made by novices.
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Quality ofthe Investment Decisions

Optimal investment amounts for each of the six problems were established on an a
priori basis when designing the parameters for each scenario. Furthermore, these
solutions were reviewed and validated by a three-person panel of expert consultants, as
described previously. The six optimal investment values, which ranged from $0 to
$7,000, were used as a “gold standard” against which subjects’ solutions were com
pared. An index of the overall quality of each subject’s performance was created by
aggregating across the six problems the absolute value of the deviation from each
optimal investment amount. Absolute values of the deviations were taken because
otherwise, overinvestment errors, which carry a negative sign, would cancel out
underinvestment errors, which carry a positive sign. Thus, the absolute value approach
helps to ensure a truer aggregate error value.

Figure 4 shows the mean quality of the solutions for each of the three groups as
represented by the summed deviations from the optimal decisions. As expected, nov
ices generated the poorest investment decisions, with an average error of $4,892 per
trial. Expert’s deviations averaged $1,033 per trial, and trainees, surprisingly, made the
best overall decisions with an average investment error of $452 per problem. Planned
comparisons between the three groups revealed that the solutions of both experts and
trainees were superior to those of novices, t (28) = 3.07, p < .01, and t (26) = 3.35, p <

.01, respectively. A third comparison indicated that trainees solutions were signifi
cantly better than those of experts, t (28) = 2.05, p = .05.2

It was anticipated that experts and trainees’ superior knowledge of the domain
would allow them to make better decisions than those made by novices, which was
indeed the case. The unexpected outcome, however, was that trainees produced higher
quality decisions than experts. The relative quality of the groups’ solutions can be
better understood by examining (a) the specific types of information subjects selected
to solve the problems, and (b) the way in which that information was processed. The
following two sections of the article focus on these two issues.

Selection of Task Information

Three different techniques were used to characterize the types of information sub
jects selected to solve the problems: the calculation of hierarchy scores, the develop
ment of group information use density plots (IUDPs), and the computation of group-
based similarity scores. Each of these measures of information selection are described
separately in the following paragraphs.

The hierarchy score is a measure of the hierarchical level of information a subject
considers when solving a problem. “Levels” are defined in terms of the various levels
of task information shown in the three information hierarchies presented in Figures 1,
2, and 3. An individual’s hierarchy score on a given trial is the average (mean) level of
information considered during the problem solving process. Small values on this vari
able indicate the use of information from the upper levels of the task hierarchies (i.e.,
nodes on the left of the hierarchies such as Projected Unmet Retirement Need in
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Figure 1), whereas large values indicate that lower-level information was selected
from the bottom levels of the task hierarchies (e.g., Current Transportation Expenses
in Figure 2). Scores on this variable could range from a low value of 1.0, to a high
value of 5.0.

Figure 5 shows the mean hierarchy scores for each of the three groups plotted
across the six trials. A visual inspection of the figure indicates that trainees used higher
level information than both experts and novices to solve each of the six problems. A 3
(groups) x 6 (trials) analysis of variance (ANOVA) using the hierarchy scores as the
dependent measure revealed significant main effects for both groups and trials, F (2,
41) 76.61, p < .01, MSe = .57, and F (5, 205) = 10.17, p < .01, MSe = .06,
respectively). Also identified was a significant group by trials interaction, F (10, 205)
= 5.05, p < .01, MSe = .06, that was due to the marked decrease in trainees’ scores
over trails relative to those of experts and novices. Unlike the other two groups, which
used a consistent level of information across trials, trainees used increasingly higher-
level information on successive trials (information that represented computed aggrega
tion of low-level information into more useful, high-level information).

Information use density plots (IUDPs) were also created to depict subjects’ infor
mation use profiles. The IUDPs shown in Figures 6, 7, and 8 are a graphic representa
tion of the problem space (see Walsh & Hershey, 1993 for additional details on this

FIGU1~E 5

Mean bierarchy scores for each of three groups across the six problems (N = Novices, T =

Trainees, and E = Experts). Relative to trainees, novices and experts used low level information
to solve the problems. Additionally, trainees were found to eliminate their consideration of
various pieces of level information as they gained experience with the task (as indicated by the
negative slope of their scores over trials), a strategy not found in the performance of the other
two groups.
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technique). Abbreviations in these plots correspond to those found in the conceptual
model of the problem (see Figures 1, 2, and 3). Figures 6, 7, and 8 indicate the types of
information sets the novice, expert, and trained groups used to solve the sixth problem,
respectively. These three IUDPs are group aggregates of the information subjects
selected to solve the problem presented on the sixth trial.3

Nodes on the density plots are differentially shaded to indicate the percentage of
subjects within a group who selected particular pieces of information. Nodes with dark
shading indicate cues that a large percentage of subjects within a group selected.
Nodes with light shading are those variables that few members of a group considered.
Nodes that are unshaded are those variables that no one selected. The bar at the base of
each figure indicates the level of shading associated with different percentages of
subjects who requested the various pieces of information.

One of the most striking features of Figures 6,7, and 8 is that only a small subset of
the total pool of 73 pieces of information were considered. Novices (Figure 6) tended
to select lower-level cues found near the bottom of the task hierarchies. Experts (Fig
ure 7) showed a similar pattern of information selection. A small percentage of experts
selected higher-level cues, as indicated by the light shading in the ‘I’ and ‘V’ nodes at
the top of the middle and bottom hierarchies. However, as a group, experts considered
roughly the same number of variables as novices, and those variables tended to be
those toward the middle and bottom of the information hierarchies. The density plot
for the trainees (Figure 8) is clearly different from the other two plots. Relative to
experts and novices, trainees used about 33 percent fewer variables from among the
set of 73 available, however, the majority of variables they selected were from the top
of the task hierarchies. This finding suggests that trainees’ mental models of the
problem led them to select a few, highly relevant pieces of information that enabled
them to generate relatively high quality solutions.

In addition to the analysis of hierarchy scores and RJDPs, a third measure of
information selection was developed in order to quantify the degree of overlap in
information selected by the three groups. This measure of information selection is
based on a novel application of the Pearson correlation coefficient. In this context, r
values can be thought of as similarity coefficients, in that they represent the extent to
which information selected by one group is similar to information selected by another.
On a conceptual level, values of these coefficients address the question—to what
extent do the information use density plots overlap (or correlate) with one another?
The similarity coefficients were computed from two vectors of percentage scores (i.e.,
the percentage of individuals within a group who selected particular pieces of informa
tion) for pairwise combinations of groups. These vectors are different from those
typically used to compute correlation coefficients in that the rows represent each of the
73 variables of the problem space—not subjects, as is typically the case when comput
ing r. A high r value indicates that two groups used similar sets of information to solve

• a problem, whereas a low or near-zero correlation indicates low between-group agree
ment on variables selected.

Novice and expert groups selected the most similar sets of information to solve the
sixth problem (r = .79), and members of both of these groups selected cues that were
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FIGURE 6
The information use density plot for the novice group on the sixth problem. The structure of
the plot corresponds to the conceptual model of the problem shown in l~igs. 1, 2, and 3.
Different levels of shading found In the node areas correspond to the proportion of subjects In
the group who selected a particular variable (percentage ranges are found in the shaded bar at
bottom of figure). Note that novices tended to ignore Information found near the top of the
information hierarchies. Light shading across the nodes activated indicate a lack of consensus
among members of this group regarding the most Important variables to consider.
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FIGURE 7
The information use density plot for the expert group on the sixth problem. The structure of
the plot corresponds to the conceptual model of the problem shown In Figs. 1, 2, and 3.
Different levels of shading found in the node areas correspond to the proportion of subjects in
the group who selected a particular variable (percentage ranges are found in the shaded bar at
bottom of figure). Experts appeared to consider more higher level variables than novices (cf.,
Fig. 6), a finding which can also be seen by an inspection of the hierarchy scores in Figure 5.
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FIGURE 8
The information use density plot for the trained group on the sixth problem. The structure of
the plot corresponds to the conceptual model of the problem shown in Figs. 1, 2, and 3.
Different levels of shading found In the node areas correspond to the proportion of subjects in
the group who selected a particular variable (percentage ranges are found in the shaded bar at
bottom of figure). Note that by the sixth problem trainees had focused their search on the most
critical (higher-level) information contained in the hierarchies. Moreover, the relatively dark
shading in this figure suggests that there was a high level of within-group agreement regarding
the variables that should be selected.
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dissimilar to those selected by trainees (novices with trainees, r = .27; experts with
trainees, r = .33). Tests of differences between dependent correlations revealed that the
novicekxpert correlation value was significantly different from the novice/trainee value,
t (70) = 7.46, p < .05, and the novice/expert value was significantly different from the
expert/trainee value, t (70) = 6.45, p <.05. The novice/trainee value was not found to
be different from the expert/trainee value, t (70) = 1.06, ns. It is worth mentioning,
however, that all three of these coefficients were statistically different from zero,
which indicates that all three groups employed a small, similar core set of information.

The information selection patterns described earlier help to explain the observed
group differences in decision quality. The hierarchy score and density plot data lend
support to the notion that the high quality decisions made by trainees were h~ part due
to the fact that they used high-level information. Further support for the relationship
between information selection and decision quality can be found in the information
use patterns displayed by experts and novices. Experts selected moderately low-level
information to solve the problems, and accordingly made poorer investment decisions
than trainees. Novices, who as a group selected the lowest-level information, were
found to make the poorest investment decisions.

The information selection data provide insights into how the groups’ problem solv
ing performance differed. In the following section of the article data are presented that
describe differences in how the groups processed task information.

Processing of Task Information

Six problem solving process maps (PSPMs; Hershey et al., 1990) were created for
each participant in order to trace their step-by-step information search behavior. These
maps, which like the IUDPs are based on the structure of the conceptual model of the
problem, use arrows to represent the sequential nature of the information search pro
cess. In creating PSPMs for each problem the variables selected by a subject are
highlighted on the map and then interconnecting arrows are drawn between nodes. The
resulting graphic provides a “snapshot” representation of a subject’s complete infor
mation search process. These PSPMs were then used as a source of raw data for a
number of the different process-oriented analyses reported in the following text, and
summarized in Table 1.

Panel “A” in Figure 9 shows the number of primary variables subjects requested to
solve each of the six problems. Primary variables are those pieces of information that
were requested prior to the beginning of each trial. A 3 (groups) x 6 (trials) mixed
model ANOVA was computed using the number of primary variables requested as the
dependent measure. This analysis revealed a main effect for group, F (2, 41) 7.15, p
<.01, MSe = 32.61, and a significant group by trials interaction, F (10, 205) = 9.14, p
<.01, MSe = 4.15. The main effect of trials failed to obtain significance, F (5, 205)
1.76, ns. As can be seen in Figure 9a, trainees requested many more primary variables
than experts and novices to solve the first problem. By the third trial, however, trainees
and experts requested a similar number of primary variables. Although the expert and
novice groups requested the same number of information cards on the first trial,



FIGURE 9
Three dependent measures that indicate the number of pieces of information subjects used to
solve the problems plotted as a function of trials. Panel (a) shows the mean number of primary
variables selected, (b) shows the mean number of secondary variables requested, and (c) shows
the mean number of unique variables activated. N = Novices, T = Trainees, E = Experts.
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experts increased the amount of information they requested across trials, whereas the
novices’ requests remained stable and trainees’ requests dropped.

Although experts and novices requested fewer primary variables than trainees be
fore beginning the first problem, Figure 9b shows that experts and novices compen
sated by requesting additional information (secondary variables) on the first trial while
solving the problem. However, by the fourth trial members of all three groups were
requesting only one secondary variable per problem, on average. A 3 (groups) x 6
(trials) ANOVA revealed a significant main effect for trials on the number of second
ary variables selected, F (5, 205) = 3.67, p < .01, MSe = 3.09, with the trend showing a
decreasing number of variables selected from trials one through six. The main effect of
group and the group by trials interaction was not significant, F (2, 41) < 1, its., and F
(10, 205) < 1, its., respectively. It is interesting to note that the substantial drop across
trials in the number of primary variables requested by trainees was not offset by an
increase in the number of secondary variables selected.

While no subject failed to use a secondary variable they asked for, many subjects
ignored one or more of the primary variables they had requested. Figure 9c shows the
final tally of variables subjects actually used to solve each problem—in other words,
the number of unique variables they considered in their effort to reach a solution. This
measure ignores the primary variables that were requested but not used and the repeti
tive use of variables already considered (i.e., recursions). The pattern of results for
unique variables is similar to the pattern for primary variables. On the first problem
trainees considered about 15 unique pieces of information whereas experts and novices
considered nine. By the fifth problem, however, experts considered more unique vari
ables than trainees and novices, a reversal resulting from a gradual increase across
trials in the number of unique variables considered by experts and a substantial drop
for the trainees. A 3 (groups) x 6 (trials) ANOVA was computed based on the number
of unique variables considered. This analysis indicated a significant main effect for
groups, F (2, 41) = 3.98, p < .05, MSe = 51.34, and trials, F (5, 205) = 5.69, p < .01,
MSe = 5.32, as well as a significant group by trials interaction, F (10, 205) = 5.34, p <

.01, MSe = 5.32. This two-way interaction is due to the sharp reduction in the number
of unique variables viewed over trials by trainees, combined with a gradual increase
over trials in the number of unique variables considered by experts.

Panel “A” in Figure 10 shows the mean number of recursions subjects made over
the six trials. A recursion is counted each time a subject reconsidered a previously
viewed information card. A 3 (groups) x 6 (trials) ANOVA was computed using the
number of recursions as the dependent measure. This analysis revealed a significant
main effect of trials, F (5, 205) = 7.98, p < .01, MSe = 2.38, due to a general decrease
in the number of recursions made by all groups across the six problems. The main
effect of groups failed to obtain significance, F (2, 41) < 1, its. However, a significant
two-way interaction was identified, F (10, 205) = 2.53, p < .01, MSe = 2.38, in which
novices averaged nearly four recursions on the first problem, as compared to about
two and one for experts and trainees, respectively. By the second problem, novices had
dramatically reduced their recursions to the level of the trainees, as had experts by the
third problem. One of the more striking features of this figure is the consistently low
level of recursions made by trainees across the six problems.
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The total steps variable represented in Figure lOb combines subjects’ use of unique
variables and recursions to provide a composite picture of their problem solving effi
ciency. The clear picture shown by this variable is the stability of the experts perfor
mance across trials. They used about eleven total steps to solve each of the six prob
lems. In contrast, trainees and novices used about five fewer steps to solve the sixth
problem than they used to solve the first. This was largely due to trainees’ reduction
over trials in the consideration of lower level information, and novices’ reduction over
trials in the number of recursions generated. A 3 (groups) x 6 (trials) ANOVA using
total steps as the dependent measure indicated a significant main effect of trials, F (5,
205) = 7.48, p < .01, MSe = 10.25. This effect was based on a decrease in the number
of total steps involved in solving the later problems. The main effect of groups was not
significant, F (2, 41) = 1.64, ns., however the group by trials interaction effect indi
cated a noteworthy trend, F (10,205) = 1.78, p = .06, MSe = 10.25.

One process marker not derived from the PSPMs, the amount of time it took
participants to generate solutions to the six problems, is depicted in Figure lOc. A 3
(groups) x 6 (trials) ANOVA indicated that the three groups did not differ in the
amount of time it took to reach a solution, F (2, 41) < 1, ns., and each group showed
significant decreases in time on task over trials, F (5, 205) = 23.15, p < .01, MSe =

21.16. This analysis failed to reveal a group by trials interaction, F (10,205) < 1, ns.
When interpreting the earlier pattern of group performance differences we consid

ered whether differences in motivation and/or effort could have influenced subjects’
problem solving behaviors. Toward this end, we compared mean scores across groups
for the following self-report questions from the post-experimental questionnaire: (a)
How interesting was it for you to work on the problems? (1 = not interesting; 7 = very
interesting); and (b) To what extent do you believe you carried out a thorough consid
eration of the problems, taking into account most of the details? (I = poor consider
ation; 7 = thorough consideration). Separate univariate ANOVAs failed to reveal
group differences for either of these questions, F (2, 41) < 1, both tests. Failure to
reject the null hypothesis for the interest and thoroughness questions suggests that the
observed information processing differences were not due to differences in motivation
or effort. However, the three groups were found to differ in terms of their answer to a
question regarding how challenging they found the set of problems (1 = not challeng
ing; 7 = very challenging), F (2, 41) = 6.97, p < .01, MSe = 1.11. Novices reported the
problems to be the most challenging (M = 5.64, SD = .93), trainees found the problems
to be intermediately challenging (M = 4.57, SD 1.22), and experts found the task the
least challenging (M = 4.25, SD = 1.00). Thus, the perceived cognitive complexity of
the task covaried with one’s experience with the problem. Those with the least prob
lem-specific knowledge and experience found the task to be most challenging, whereas
those with the most knowledge and experience found the task to be least challenging.

DISCUSSION

A consistent but not surprising finding in the literature on complex problem solving
is that experts generate better solutions to problems than novices. In fact, Ericsson &
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TABLE 1
F Values andp Levels from Mixed Model ANOVAS for Information Processing Measures

Variable F value p level

Primary Variables Requested

Groups 7.15 <.01

Trials 1.76 ns

Groupsxtrials 9.14 <.01

Secondary Variables Requested

Groups <1 ns

Trials 3.67 <.01

Groups x trials <1 ns

Unique Variables Used

Groups 3.98 <.05

Trials 5.69 <.01

Groups x trials 5.34 <.01

Number of Recursions
Groups <1 ns

Trials 7.98 <.01

Groups x trials 2.53 <.01

Total Steps to Solution

Groups 1.64 ns

Trials 7.48 <.01

Groups x trials 1.78 .06

Time on Task

Groups <1 flS

Trials 23.15 <.01

Groups x trials <1 ns
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Smith (1991) suggest that outstanding problem solving performance is a requisite skill
for one to be considered an expert. However, from an information processing perspec
tive, it is interesting to ask what it is that enables experts to solve problems quickly,
efficiently, and with a high degree of accuracy. In a historical overview of research on
complex problem solving, Figenbaum echoed the words of Francis Bacon (1597) by
proclaiming that “Knowledge is Power” (1989, p. 173). Figenbaum further suggests
that we can look to the Knowledge Principle to better understand what differentiates
levels of competence in complex problem solving situations. In short, the knowledge
principle suggests that an individual “exhibits intelligent understanding and action at a
high level of competence primarily because of the specific knowledge that... [he or
she] can bring to bear [on the problem]: the concepts, representations, facts, heuristics,
models, and methods of its domain of endeavor” (1989, p. 179). The multidimensional
character of the knowledge principle suggests that we must look beyond simple do
main-specific factual knowledge as the sole determinant of the quality of the subjects’
performance. We must also closely examine both the characteristics of the individuals’
information search activities and the quality of the information they consider in order
to paint a complete profile of problem solving competence.

The finding that experts’ investment decisions were-nearly five times better than
those produced by novices was not an unexpected outcome. What was an unexpected
finding, however, was that trainees’ solutions were, on average, twice as good as those
produced by experts. In order to understand how this result could have come about, we
first look to differences in the specific types of information considered by the three
groups of problem solvers.

Trainees produced the most accurate solutions to the six problems by considering
high level information in a very efficient and goal directed fashion. Their mental
model of the problem mirrored the conceptual model of the 401k task, which enabled
them to know which specific pieces of information should be considered in order to
determine the unmet retirement need, the affordability of an investment, and the ad
equacy of the 401k plan. The superior quality of the information trainees selected, as
compared to experts and novices, can be seen in their mean hierarchy scores for the
first trial. Trainees selected more information, on average, then members of the other
two groups, but more importantly, the information they considered was higher-level
information drawn from near the top of the task hierarchies (see Figure 5). Further
more, over the course of the remaining five trials the trainees actively pruned less
relevant variables from their search routines, focusing on only the most informative
(high-level) pieces of information. Strong confirmation for this interpretation can be
found by comparing the pattern of shading shown in the IUDPs for the three groups
(Figures 6, 7, and 8). An inspection of these figures indicates that trainees considered
the most informative (high-level) variables when generating a solution for the final
problem, and at the same time, they covered a great deal of the landscape contained in
the Need, Account, and Affordability hierarchies. In contrast, novices and experts
tended to ignore information contained in the Need hierarchy, instead focusing on the
mid—to lower level variables contained in the Account and Affordability hierarchies.

In discussing the relationship between information quality and decision quality it is
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also interesting to note that on average, experts’ solutions were many times better than
those of novices, however both groups used roughly the same quality of information.
(That is, the mean hierarchy scores for these two groups did not differ appreciably.)
There was also converging evidence from a think-aloud protocol study of members of
these same two groups that suggests they used the task information in different ways
(Hershey et al., 1998). Relative to experts, novices appeared to be more data driven in
their use of the informational cues, using parameters in computations in order to arrive
at “exact” solutions to components of the problem. However, given that they often
ignored important pieces of information (or even whole branches) within an infomia
tion hierarchy, novices’ “exact solutions” often contained appreciable error. Experts,
in contrast, appeared to use task parameters in a more conceptually driven fashion.
They would often view a piece of information and make an intuitive judgment regard
ing the adequacy of the parameter based on their prior problem solving experiences
(e.g., “After seeing what she earns, I can’t imagine that she’ll have enough money to
invest in a retirement plan”). In part, it was this tendency by experts to make intu
itively-based evaluations of individual task parameters that allowed them to process
the information quickly and efficiently. More importantly, however, it appears that it
was their prior knowledge of the range of acceptable parameters for a variety of
variables that allowed them to form a general impression of whether an investment
was indicated or not, and on that basis they were able to specify a reasonably accurate,
intuitively-based investment amount. There is converging evidence from another study
currently in progress in our laboratory that suggests that experts process task informa
tion in a more conceptually oriented fashion, and novices employ a more data driven
processing strategy (Hershey et al., 1998).

There are many similarities and a few differences between the performance of
experts and novices on the first trial of this study and the performance of experts and
novices in the Hershey et al. (1990) study. Across both studies experts used fewer total
steps and made fewer recursions to solve the first problem. However, the present
findings are different in that this sample of experts requested more secondary variables
than novices and used an equal number of unique variables to solve the first problem.
These differences may be the result of differences in the problems used, or differences
in the participants who formed the expert sample.

Our earlier work used an Individual Retirement Account investment decision rather
then the 401k decision. The conceptual differences between the two problems are
minor, although our task analysis of the 401k problem yielded about 20 percent more
variables than for the IRA problem. Perhaps the larger problem space is responsible
for the observed differences in the selection of secondary and unique variables. A
second possibility is that the experts in the two studies had different amounts of work
experience, and therefore, different mental models of the financial problems used in
those studies.4

Differences between experts’ and novices’ information use on problems two through
six form a different pattern than that seen on the first problem. By the second trial
novices, not experts, were making fewer recursions, using fewer total steps, and taking
less time to solve the problems. It was also experts, not novices, that requested more



288 Current Psychology / Winter 2000/2001

primary variables and used more unique variables. We think that these changes are
explained by novices simplifying their solutions as they gain some familiarity with the
problem domain, whereas experts continued to solve the problems at a consistent level
of complexity across trials. These trends are consistent with the idea that experts had
clearer mental models of the 401k problem than novices at the outset of the session,
and novices developed rudimentary processing strategies as they solved the problems.

Following the educational intervention, trainees, like experts, possessed a clear
mental model of the task, but, like novices, they lacked production experience at
solving retirement investment decisions. This unique combination of task knowledge
without the benefit of first-hand problem solving experience led to some interesting
patterns of information use for the first problem, and intriguing patterns of strategy
change as they solved subsequent problems. The small number of secondary variables
trainees selected on the first trial indicates that their mental model of the problem was
sufficiently detailed to specify the key variables to be considered. Moreover, like
experts they were found to process task information in a non-recursive and goal-
directed fashion, presumably because they had a clear set of objectives to attend to
when solving the problem (i.e., assess need, assess affordability, assess account char
acteristics). Although the trainees considered many more pieces of information than
the other two groups on the first trial, they adaptively pruned their information search
subroutine to a manageable subset of the most critical pieces of information by the
third problem. The substantial drop in hierarchy scores (which indicated use of higher
level, aggregate data) over trials (described earlier and seen in Figure 5) indicates that
they eliminated less critical variables from consideration. In many respects, by the
sixth trial the trainees appeared to be model problem solvers. They were generating
high quality solutions quickly and in a non-recursive fashion, using only key pieces of
information that they were able to specify at the outset of the trial.

How do we interpret results in which college sophomores with six hours of finan
cial training outperform degreed accountants with four years of work experience?
While we recognize the need to be cautious, we do not want to ignore a potentially
important outcome. We think one important part of the answer lies in the power of the
conceptual task analysis that served as the foundation of the financial training. It
would be unreasonable, by any stretch of the imagination, to argue that thetrainees in
the present study were financial planning experts. Although no tests of generalization
to other financial problems were conducted, we doubt that trainees would have shown
much improved aptitude for other types of financial planning problems.

However, there are a number of complex life planning tasks—such as retirement
planning, saving for a child’s education, or making the decision to purchase or rent
housing—where it would be preferable for the individual to be able to conduct analy
ses on his or her own behalf. This is particularly true given the fact that many (if not
most) individuals in contemporary society possess insufficient resources to enlist the
aid of an expert financial planner. Unfortunately, the same individuals who are least
likely to have a coherent working knowledge of the dynamic complexities of long
term financial investing are at the greatest risk of making poor financial planning
decisions. It is precisely these individuals who could benefit the most from brief
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educational interventions—such as the one used in the present study—in order to
provide them with rudimentaiy task-specific mental models of personal finance and
investing.

A second part of the answer to the question of how trainees outperfonned experts
lies, we believe, in trainees heavy use of high level, aggregated variables from all three
conceptual dimensions contained in the problem space (retirement need, investment
affordability, and account characteristics) whereas the experts used less high level
information and mostly ignored the retirement need issue (see Figures 7 and 8). The
experts inattention to whether or not the person described in a scenario already had
sufficient retirement resources would have been a source of error in two of the six
scenarios. Also, far more experts than trainees carried out their own computations and
aggregations of lower level data to arrive at higher level variables to solve the prob
lem—another source of potential error since neither sophisticated financial calculators
nor computer support was available. In contrast, the trainees requested and used most
of the highest level information available to solve the problems, performing relatively
few computations and aggregations on their own. Perhaps these observed computa
tional differences can be attributed to the clear conceptual structure of the task trainees
developed in the pre-test session, experts’ rigidity in calculating values of their own
based on years of number crunching experiences, or a combination of the two. Regard
less of the reason, however, it is clear that the accuracy of trainees’ solutions benefited
greatly from the high-level variables they used to solve the problems.

Perhaps the most significant contribution of the present study to the literature on
problem solving is the identification of a training technique that can be used to en
hance cognitive performance in complex domains. Unfortunately, the field of cogni
tive psychology has been relatively silent regarding novel approaches to training in
real-world, ill-structured problem domains. The majority of training techniques have
focused on teaching individuals to employ “weak” or “domain-general” problem solv
ing strategies (Anderson, 1987) such as means-ends analysis, working backward, and
analogical reasoning. Whereas such strategies certainly have their areas of application,
it would be unlikely that one could apply them (either individually or collectively) to
derive an optimal solution when faced with an information-rich, cognitively complex
task. For tasks such as these, we would propose that there is no substitute for a
coherent and well-integrated mental representation of the relationships between ele
ments in the problem space. That being the case, we encourage future studies to
examine the practical limits of conceptual model training in complex domains. For
example, work from our laboratory has revealed that both young and old subjects
acquire a great deal of information by attending a conceptual model training. How
ever, in terms of the quality of post-training problem solving performance, it appears
that older subjects may not benefit as much as younger individuals (Hershey et al.,
1998; Walsh & Hershey, 1999). We believe that understanding the specific conditions
under which an educational intervention will (~r will not) be effective is a timely and
important applied goal.
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1. Other papers that have resulted from this study include an analysis of participants’ metacognitive
performance (Hershey & Wilson, 1997), and an analysis of age-differences in information search (Walsh &
Hershey. 1993; experiment 2).

2. A separate analysis was conducted to determine whether subjects’ perfonnance improved over trials.
This analysis failed to indicate a practice effect—not an unexpected finding given that subjects did not
receive feedback on the quality of their solutions.

3. IUDPs were developed for the sixth trial because this was the only trial (by design) in which all
subjects encountered the same problem. The group information similarity analysis (below) is also com
puted using data based on the sixth trial.

4. Unfortunately we do not have detailed descriptions of the daily work activities of either group, nor
self-reports of their familiarity with the problems, although we see the strong need to collect this informa
tion in the future.
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